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Julie MacCartee:
All right, we are gonna go ahead and get started. Hello, everyone. On behalf of the Monitoring, Evaluation, and Learning team at the USAID Bureau for Food Security, I would like to welcome you to the first installment in our Feed the Future MEL Webinar Series. Today we will be providing an introduction to the Feed the Future MEL system and answering your questions along the way.

My name is Julie MacCartee, and I'm a knowledge management and learning specialist at the USAID Bureau for Food Security. I'll be your host and facilitator throughout the MEL Webinar Series, and you are always welcome to reach out to me with questions or suggestions.

Before we get started with the presentation, I would like to quickly orient you to our webinar room today. Your main way of communicating with us is the chat box, and I see that lots of you are already using that, which is great.

We love for webinars to be interactive, and so we encourage you to introduce yourself, share links to relevant resources, and ask questions at any time throughout the webinar. We'll be answering some of your questions along the way and holding some until the end.

If you would like to download a copy of today's slides, you can do that in the file-share box that you see on the left of your screen. You can clink on that link and download a PowerPoint.

Also, this webinar is being recorded, and you can access the recording at the MEL Webinar Series web link that you see on the left of your screen. We'll put that up later today, and we'll continue to put up recordings for all of the webinars in this series.

Next up I would like to introduce the members of the BFS MEL division who are on the webinar today. Our main speaker will be Jessica Cagley, who is the acting MEL division chief.

And also on hand are Anne Swindale, senior program advisor for M&E; Tatiana Pulido, MEL specialist and country team lead; and Zachary Baquet, who is our learning team lead. They will be answering your questions in the chat box throughout the webinar and may provide some verbal answers as well. And there is me on the right. I'm Julie MacCartee.

Lastly, this webinar is the first in a series that will take place over the course of 2018. On this slide you'll see our expected lineup of MEL webinars, and the dates will be announced on a rolling basis.

Our next webinar is scheduled for May 15th and will cover the Feed the Future standard indicators. We hope you'll join for that one and for our future installments, and we appreciate your interest in the MEL system and hope that these webinars will help lay the groundwork for engagement with Feed the Future data and learning.

All right, so I am going to pass the microphone over to Jessica Cagley to take the lead. Jessica?
Jessica Cagley:
Great. Thank you so much, Julie, and good morning, afternoon, or evening to everyone. Thanks so much for joining. It's really exciting to see such a great turnout, and I'm really excited for this opportunity to talk more about our revised Feed the Future Monitoring, Evaluation, and Learning – or MEL – system and hear your questions and have a nice discussion.

So to start us off, let's take a look at how you answered the questions in the first few minutes of the webinar, because what's a MEL webinar unless we have a survey, right? Okay, awesome.

It looks like we have a really good mix of folks: a lot of implementing partners, some USAID staff in the field, USAID staff in Washington, as well as some interagency colleagues as well. So that's fantastic. We also have a good mix of folks who work primary in MEL or on the technical program management or implementation side. So that's great.

And we have a good mix of thoughts and feelings about MEL coming into the webinar. Hopefully you got at least a little laugh out of that poll question, but we know that people have different sorts of feelings about MEL, and sometimes you can feel many things at once about MEL.

So even though you might know that it's an important concept, it can still be intimidating sometimes, and we also know that sometimes it can be treated as a little bit too much of a bean-counting exercise. And so we're hoping that through our revised MEL system you'll come to see it and it will provide you value as an essential part of the program cycle.

Okay, so back to our slides. Let's see here. Okay, so objectives for the webinar as well as our outline. So we're gonna be going through the purpose of the Feed the Future MEL system, major revisions made to reflect lessons learned under the first phase of Feed the Future, the components of the MEL system, as well as the importance of logic models in addressing multiple MEL challenges that we saw under the first phase.

So kicking it off with the purpose of the MEL system. One good reason that we have a MEL system under Feed the Future is that it's the law. As many of you know, the Global Food Security Act, or GFSA, which was signed into law in 2016, institutionalized Feed the Future and provided the parameters for the required Global Food Security Strategy, or GFSS, which happened to be due ten weeks after the bill became law, and that strategy now guides Feed the Future.

And the GFSA put a really strong emphasis on a rigorous whole-of-government monitoring and evaluation system. In fact, even though it's a pretty short bill, the term "monitoring and evaluation" actually appears in the act six times, as many times as the term "economic growth," if you can believe that.

So this first excerpt from the GFSA demonstrates that accountability is a big part of the purpose of the MEL system, as outlined in the GFSA. Monitoring and evaluation, reporting progress and impact, including reporting to appropriate congressional committees. And so that's the accountability side.

However, if you look at that second excerpt, it's clear that the focus is also on learning, explicitly requiring that the GFSS implementation report indicates how findings from monitoring and evaluation were incorporated in the program design and budget decisions.

So this call from the GFSA is one we take really seriously, and that shapes two of the three purposes of the MEL system, the accountability and learning. So on the accountability side, the MEL system transparently helps us measure and communicate progress of our initiatives against the results we have committed to achieving with the resources we have been given.

On the learning side, the MEL system creates the evidence needed to help those managing activities, projects, programs, and those managing the whole initiative to understand results, manage and adapt programs, and continuously improve our strategic approach.

And the third purpose of our MEL system is to strengthen our partner country organizations and institutions' ability to generate and use high-quality data to guide their own policy and budget decisions. And so that's what we call strengthening of the national data systems.

And so with these purposes, our ultimate vision and hope is that quality evidence is used appropriately to design, manage, and adapt programs to achieve our goals and objectives; to inform initiative strategic and budget decisions; and to communicate that what we do under Feed the Future matters.

Okay. So as with any large system, the MEL system not only has multiple purposes, it also has multiple stakeholders. And so when we sat down several months ago to think through who those stakeholders were to revise the system, we started with the obvious ones: Congress, taxpayers, USG staff.

As it turns out, there's kind of a lot of stakeholders who interact with our MEL system: OMB, advocacy organizations, partner governments. And so it's fantastic that we have so many stakeholders that interact with or use the results of our MEL system.

But it means that we need to balance the various needs of these stakeholders, which means that we sometimes don't perfectly meet the needs of any one stakeholder. But we're trying.

So maybe I'll pause right there, and, Julie, chime in if there's anything you want to flag or a question you want to bring to the top, and if not I'll keep going. I'll try to stop at the end of every mini-section here.

So revisions based on lessons learned. So because Feed the Future started in 2010, when we wrote the GFSS to chart the course of the second phase of Feed the Future, we had a lot to learn from, and not just related to the strategic technical approach, but also to how we did MEL.

Luckily we had the benefit of the 2016 global performance evaluation as well as output from a series of internal learning activities, and those both provided really substantive and clear lessons learned on the first phase.

The four major lessons learned include the need to better capture systems-level work. While the initiative puts a really heavy emphasis on systems-level activities, including policy and market system development, indicators and reporting requirements have typically been focused on outputs and direct beneficiaries.

And this led to a disconnect between a push to effect systemic change and incentives to produce output-heavy results by directly reaching participants. So this isn't an easy nut to crack, but has definitely been at the top of mind when we started making revisions to the system.

The second lesson learned was the need to make a stronger link between Feed the Future interventions to the higher-level outcomes and impacts we measure at the population. Because our goal is not to deliver direct services but to help strengthen public and private food and ag systems in ways that allow countries themselves to sustain that progress in reducing poverty, hunger, and malnutrition, it makes it just a little bit tougher on the MEL side.

A lot of different things impact poverty and stunting changes, and it's tough to tease out the degree to which our activities are contributing to those changes.

Third is the need to improve the use of data and evidence generated through the MEL system. We've generated a lot of data under the first phase, but the volume, the timing, or sometimes technical issues with the information can make it difficult for broader audiences to effectively use it to improve programming and completing that learning loop.

And the last lesson learned is the need to better leverage national data systems to measure population-level results. I've already mentioned the national data systems, and we'll get back to that later on. Moving right along, taking all these lessons learned into consideration, I'll now talk through how this all comes together into the components of our MEL system.

So as outlined in the GFSS, our MEL system has five primary components: a common food security and nutrition results framework that illustrates the GFSS' high-level theory of change, goals, and objectives. That's shared across all 11 US government agencies.

A monitoring process and standard performance indicators to measure progress against the elements of that results framework. An evaluation approach that includes impact and performance evaluations. A learning agenda that prioritizes key evidence gaps to be addressed. And a focus on strengthening national country data systems and processes that support MEL.

And across these five components is analysis and learning, which is essential to apply the evidence generated through these components to improve the effectiveness of our work.

Okay, so starting with the results framework, the foundation of our MEL efforts is this Feed the Future results framework. The results framework visually represents our shared whole-of-government high-level theory of change, and it maps connections between our activities and their immediate results as they relate to the three objectives of ag-led growth, resilience, and nutrition; linking to our overall goal of sustainably reducing global hunger, malnutrition and poverty.

So the results you see here are the results that the MEL system absolutely needs to track progress against using our standard indicators. As you can see by the small font, the number of intermediate results and objectives clearly reflects the complex, multisectoral, and context-specific nature of food security and nutrition.

But even with these 15 intermediate results and everything that they lead to, we know that this is a simplistic representation of this complex problem. We know that so many of these results don't have linear relationships, but are interconnected in ways that are difficult to reflect on a single page. And down below we even have five complementary results that are outside the direct scope of Feed the Future yet we know are essential.

And so if that's not enough, did you know that there was a page two to the results framework? It's true. It's in the GFSS. And that's because the intermediate results on the first page are still relatively high outcomes, and they don't say anything about how we get to those outcomes.

So this page of the results framework outlines illustrative outcomes of activities that Feed the Future does in various places that would contribute to these intermediate results, again recognizing that lots of things we do contribute to multiple results.

And I just show this page to make a couple of points. First, it emphasizes that a theory of change can't just stop with the high-level intermediate results that are often in a results framework. And so that might be more hygienic household and community environments. We have to go a layer down and talk about how we achieve those more hygienic household and community environments.

And second, it emphasizes the really complex nature of what we're trying to do and the fact that our standard indicators could never cover the entire universe of outcomes at all levels we're trying to achieve. If we did, there would probably be hundreds of standard indicators, and we know no one wants that. So that's one reason we're gonna be emphasizing custom indicators, which we'll get back to.

Okay, so the second component is monitoring. So monitoring is the ongoing and systemic tracking of data relevant to strategies, programs, projects, and activities primarily using performance indicators. So I'll talk briefly about the standard indicators while recognizing there's gonna be a whole webinar dedicated to this on May 15th, as Julie said.

So over the last year, with lots of input from the field, implementing partners, and other stakeholders, including many of you – thank you, thank you, thank you – we've revised those Feed the Future standard indicators to reflect our new results framework.

As many of you probably have seen, the revised Feed the Future Indicator Handbook was finally released on March 30th. Yay. That was probably more exciting for us than it even was for you.

So just for a quick overview, there's two types of standard indicators reflected in that handbook: performance indicators that we hold ourselves accountable for effecting and set multiyear targets for, and new context indicators for which we will observe to help inform our working environment and interpret our results, but we won't set targets for them.

And within those two types of indicators, the data for those comes primarily from two sources. First, for our 12 target countries and formerly for the 19 Feed the Future focus countries, we do household surveys across the populations in what we call our geographic zones of influence, or ZOIs. So the ZOIs are the geographic areas where we have agreed as an interagency to try to focus our impact on poverty, stunting, and hunger.

So every three years or so we do a survey of all of the indicators at that level where we expect to see change at a population level and whether those changes are happening as expected. Implementing partners aren't responsible for collecting or reporting on those indicators.

The second major source of our indicator data is partner reporting. So 27 of our standard performance indicators, which is the same number we had under the previous phase of Feed the Future. Those indicators are reported by our partners regardless of which agency is supporting the activity or which country or countries those activities are taking place in.

And this is new. It's a new element of our system. Under the first phase of Feed the Future, we had a set of eight specific whole-of-government indicators that reflected interagency contributions, but it wasn't a great reflection of the entirety of what the USG was doing in this area.

So now, thanks in part to our forward-leaning interagency partners who co-developed this new set of indicators with us, all of the activity-level indicators will apply to all of the agencies in all the countries.

So outside of ZOI surveys and implementing partner reporting, we do have other sources of data for our standard indicators, including three new context indicators that use remotely sensed earth observation data on precipitation, vegetative index, and temperature to better understand our yield results.

We know that yield results can vary drastically by the weather, and so we thought it was important to start taking better account of that weather and the yield results in the context of whether or not it's a good or a bad year.

So standard indicators play a really important role in our MEL system. We use them to report out to Congress and to other high-level stakeholders and to aggregate our initiative-level results. But the MEL system is about more than standard indicators. I just wanted to highlight a few changes.

First is the importance of custom indicators and custom disaggregates. Back to our results framework, we know there's almost an infinite number of outputs, outcomes, and impacts that our activities may be trying to influence. Our standard indicators, on the other hand, are designed to capture a prioritized number of key things that reflect the elements of the high-level results framework.

So to truly meet the accountability and learning or adaptive management needs of any given activity, project, or program, you're gonna most likely need to complement those standard indicators with custom indicators and custom disaggregates to capture the key steps in your theory of change.

It's hard to overemphasize this, but basically standard indicators are not enough. Thinking back to the question you saw at the beginning of the webinar, the answer was false. Even if you adapt and correctly apply and report on all of the applicable standard indicators, that's not probably going to meet all your needs for good adaptive management and the kind of MEL that will really provide value to you.

The second key change we want to emphasize is our approach to monitoring market systems activities. We'll dedicate an entire webinar to this topic in the coming months, led by our very own Tatiana Pulido. But for those who participated in one of the markets Global Learning and Evidence Exchanges last year that Feed the Future put on, you'll remember that we're promoting a multipronged approach to monitoring market systems.

So this includes starting with a clear and specific theory of change, articulated through a logic model that articulates what elements of the market system you hope to influence and how.

Based on that logic model, you would then identify a mix of standard and custom indicators as well as qualitative tools, such as systems mapping, to track whether the results and assumptions are happening as you expected and adjust the logic model and the program itself as needed.

Okay, evaluations. So the next component in our MEL system is evaluations. Monitoring is great for knowing in a basic way whether or not we're on track to achieve our results. But monitoring can't tell us why, and it's often missing crucial data and analysis needed to understand whether a program, project, or activity is effective.

Evaluations address those limitations by asking specific questions about a project, activity, or program, and then collecting and analyzing data to make conclusions about those questions. In line with USAID policy and as well I think consistent with a lot of other agencies' policy, we use two primary types of evaluations: performance and impact.

The performance evaluations address questions about what a program has achieved, how it's being valued, or other types of questions to provide insights to improve the management of that program or future programs. They often look at before-and-after comparisons, but they don't have a rigorous counterfactual or a comparable group or area.

Impact evaluations, on the other hand, measure the change in an outcome that is attributable to a defined intervention so you can say for sure that an activity caused the change that you observed and how much that change was. Impact evaluations require credible, rigorously defined counterfactuals to control for other factors other than the intervention that might account for the changes that were observed.

So in terms of lessons learned, we just have a few things we're tweaking with our evaluation approach. The first is to not just consider evaluations for single activities, which can sometimes be expensive for the relative value that they provide, but to increasingly look at higher-level evaluations that look at multiple activities designed to work together in a single project or program, or a systematic look at similar activities across countries which can provide more value in informing adjustments to our strategic approach in a certain area.

The second lesson learned is to use a better balance of evaluation methods and types targeted at the questions we're trying to answer. Impact evaluations are widely recognized as highly valuable tools and most likely the most highly regarded M&E tool among the scientific and academic community.

Our experience, however, has revealed that impact evaluations can be really technically complex. They can be costly and really difficult to execute in a practical way on large-scale activities that are under the gun for producing results fast. And this is especially true for activities that are working on systems-level change where identifying a counterfactual can be really tough.

So under Feed the Future we'll continue to support impact evaluations, especially to help answer learning agenda questions, but we'll use them in a more strategic and targeted way and equally emphasize other methods and approaches.

Okay, our fourth component is the learning agenda. So as you can see here, this is a really nice slide that I cribbed from USAID's PPL. A learning agenda is a set of broad questions directly related to the work that an agency conducts and when answered enables the agency to work more effectively and efficiently.

Learning agendas are made up of learning questions, learning activities to help answer those questions, and learning products which synthesize and disseminate the evidence in ways that are targeted at specific audiences.

We developed a Feed the Future learning agenda under the first phase that was targeted at filling key evidence gaps and understanding what works for achieving our goals. But we primarily focused on impact evaluations as the way we were going to answer those questions.

And which we discussed, those have challenges and can also take a really long time to be completed. So the learning agenda wasn't particularly dynamic or interactive in terms of feeding out evidence in ways that help us continuously improve Feed the Future.

We did release a learning agenda synthesis in 2016 which looked back at almost 200 primarily performance evaluations of Feed the Future to synthesize findings as it related to each of the learning agenda questions. That was useful, but the evaluations synthesized weren't necessarily designed to answer those questions. So the findings were more limited than maybe they could have been, and so that's a lesson learned for us.

Again, we're gonna have a standalone webinar on this topic hosted by our own Zachary Baquet later on this year.

And so now we are in the middle of revising our Feed the Future learning agenda in a way that's gonna be a little bit more dynamic and practical. So this learning agenda will have a broader variety of questions and use more sources of evidence to answer them, including research, evaluations, ongoing monitoring, or other types of activities depending on the nature of the question.

The agenda will be co-owned between technical and M&E folks or MEL folks to ensure that the learning priorities reflect the priorities of the technical teams, resulting in greater ownership and applicability of the evidence generated. And we'll also be more frequently synthesizing learning and disseminating it in ways that help us continuously improve our work.

Okay, our fifth component under national data systems is national data systems. So under the first phase of Feed the Future, the measure and report on our population-based indicators like poverty and stunting, we commissioned contractors to do population-based household surveys.

While these surveys satisfied our data needs and allowed us to say powerful things about reductions in poverty and stunting at a population level, the surveys are fairly expensive, labor-intensive, and only gave us information for our zone of influence.

And so of course they didn't do anything to help our partner countries fulfill important national data needs, such as reporting on the sustainable development goal indicators, or give them the information that they might need to manage their system. We know that this is a gap in many countries.

So moving forward, we're trying a new approach in certain countries, putting our resources for surveys toward national surveys that are owned and implemented by national statistics offices. These surveys will fulfill our own need for population-level impact data while simultaneously supporting partner governments' national data needs and capacity.

Our primary mechanism for this work will be the expansion of an existing partnership with the World Bank's Living Standards Measurement Study - Integrated Surveys on Agriculture, or LSMS-ISA, which we know is a mouthful. So in a handful of countries, we'll be supporting the national LSMS surveys while also doing an oversample for our indicators in our zone of influence.

In addition to our work with the LSMS, we'll be working – building on other existing efforts to build national data systems, such as the Global Rural and Agricultural Integrated Surveys, or GRAInS, Partnership. That's a partnership between the FAO and the World Bank and other partners to harmonize efforts to strengthen national data systems through integrated household surveys and agriculture farm-based surveys.

The farm-based survey that they are trying to integrate is called the Agricultural Integrated Survey. And so that's a new approach being piloted by the FAO that will provide data for five SDG 2 indicators, and so we are also gonna be supporting the piloting of AGRIS in up to four countries.

Okay, our last component is analysis and learning, bringing it all together. So this the "so what" that is so essential to MEL. So moving forward, as discussed, we're gonna be aiming to improve the use of evidence generated by, number one, our revised learning agenda that's more dynamic and practical. Number two, an increased focus on analysis of existing data to glean findings and lessons to improve programming.

Third, we're gonna be using more innovative evaluation and analysis methods. For example, in the countries where we're going to be working with the LSMS team, we are looking at ways to have impact evaluations that look at changes in the zone of influence as compared to similar areas outside the zone of influence, and look and see what those differentials are.

And last we're focusing on more innovative ways to use remotely sensed data and other innovative MEL techniques to collect and analyze results in different ways.

Okay, so that was a lot getting through all six components of the MEL system. Julie, did you want to highlight any questions?
Julie MacCartee:
Sure. Let's see, these were both answered to some degree in the chat box, but I thought you might want to elaborate a bit. Dick Tinsley was hoping for a bit more information on the targets that we set and asked if we have established targets that separate success from failure.

Jessica Cagley:
Established targets. So targets can be set for various indicators based on the context in which you're working and the resources you have. So under the first phase of Feed the Future, we set targets for all of our population-based indicators and gave guidance about what should inform those targets.

But the targets will definitely vary based on what's already happening in that country, trends, the amount of resources that are being put toward food security and nutrition, et cetera. And at the activity level, I think for those indicators the targets are the same.

So under this round we're not going to have a blanket goal, a top-down statement saying that we're going to be reducing poverty and hunger or poverty and stunting by 20 percent on average in each of our focus countries, which is what we said last time.

This time we really do want it to be a bottom-up approach that starts with each country really looking at the programming, the baseline information, the programming and resources that they have to address that problem, and other context-specific information before setting targets.

Anne, do you want to add anything to that? 
Anne Swindale:
Oh, I wasn't even on mute. I was desperately trying to get myself off mute so I could start talking, and it turns out I wasn't even on mute. That was excellent, hats off. I thought that was a great explanation.

I just added a very small, little process detail in response to Dick's question saying that we do require that targets be set for all performance indicators. I would correct just in case I gave a misimpression.

The targets that are set at the country level for the ZOI higher-level indicators, those aren't the same targets that any implementing partner that happened to use one of those indicators to look at progress among, for example, their immediate participant population. They wouldn't have the same targets at a higher level.

Another thing I wanted to – I did want to point out, and I did point out in my chat response, that we have disaggregates for our indicators, and often the disaggregates are as or sometimes even more important for understanding the indicator, understanding progress along your logic model, and using the data.

And so we require reporting for indicators that are required, reporting under the disaggregates are required, and we require that then you also set targets against those disaggregates at the activity level.
Jessica Cagley:
Great. Thank you.

Julie MacCartee:
Yes. Thank you, Anne and Jessica. We have had two more questions that have come in, and so as long as we're paused here, I thought I might as well ask the other two that have come in.

The first was from Deborah Levy, who said that, "We are finding the disaggregates to be a very challenging – to be very challenging with the model where volunteers collect our data. Is there a place where partners share their data collection tools?"

And that might be something that also any partners who are on the line can chime in in the chat box.
Jessica Cagley:
That's a great question. I am not aware – is there a spot on Agrilinks somewhere where folks share M&E tools? Anne, do you know anything about that?

Julie MacCartee:
We do have a variety of M&E tools on Agrilinks, and I know there are certainly tools out there that are produced by our partners. But I'm not aware of which ones are found most helpful.

Anne Swindale:
Yeah. I know there's a great compilation of tools useful for the assessment part of your information needs on the SPRING website for looking and thoroughly understanding your ag to nutrition situation. That's one very useful resource.

That compile tool to collect the FTF indicators specifically, we don't have any central repository of that. We tried to do that. Suzanne Nelson and I worked on a guide for collecting the ag indicators – the key set of ag indicators under Phase I of Feed the Future, and thought about trying to put a compilation of tools in the appendix of that guide.

But in the end we really did much more with the example formats because they vary so much from partner to partner, and sometimes they might have not the best approach to asking a question or recording the data.

So before you post the tools, you want to do some element of quality control or curating them. So it can be quite a big exercise to do. Useful tool, though, I would imagine. I agree. Sorry, that was a long answer.
Julie MacCartee:
Thank you, Anne. Deborah, hopefully you're getting a few good leads in the chat box as well. Thanks to those who are sharing their suggestions.

Jessica Cagley:
Great. I see Zachary highlighted the USAID Learning Lab Monitoring Toolkit. I don't know if they have a specific tool related to data collection, but that's a good resource to point folks to. Maybe we can look into whether or not we can set up maybe a tag on Agrilinks or something for folks to share resources on this sort of thing.
Julie MacCartee:
Good idea. Lastly before we move on, William Akiwumi asked a broad question about the resource implications for the changes to the MEL system: "The implications could be significant in terms of resources. What types of financial and human resources are available to accommodate these changes?"
Jessica Cagley:
That's the tough question that we expected. Thanks, William. I think we never expect folks to be spending inordinate amounts of their own resources, which vary by program and country and activity, on monitoring, evaluation, and learning.

And so if it ever gets to a point where folks are spending upwards of 20 percent of program budgets on MEL, that's a problem, and that should definitely be flagged to see are there more efficient ways to collect data indicators. Sometimes folks are collecting from every single beneficiary when it would be more efficient to do a sampling approach, for example.

So if there are implementing partners or if there are missions out there who are collecting data and they find they're spending a way disproportionate amount of money on MEL, then they should flag that. At the same time, we think it's really important. We find that MEL is often under-resourced.

And so we hope that the value provided in doing things like logic models and custom indicators will be matched in terms of the value they provide in terms of getting more bang for your buck in the programs, and not wasting too much time going down an approach where by monitoring an assumption, you could correct that – you could correct that programmatically and get back on track in achieving your results.

And so certainly we have an 18 – right now I think we've got 16 or 17 _____ folks on the Monitoring, Evaluation, and Learning team here in Washington. That includes trainers, knowledge management specialists, as well as MEL advisors. And so certainly we do give a lot of TDY support to folks who need it, and we're hoping to give more resources like this one in order to provide folks with the knowledge and tools that they need.

Another example of where we're hoping to provide value is we just released the population – the ZOI Survey Toolkit for target countries. And so instead of having missions developing materials from scratch and kind of guessing and things like that, it's really all there in a template just to be customized to your particular context and hopefully can save a lot of time and resources.

So if there are other resources that would be helpful to you, definitely reach out. Anyone on the MEL team would love to hear your ideas. Our job is to help make MEL easier. So let us know.

Julie MacCartee:
Great. Thank you, Jessica. I think we can hold further questions until after your next section.

Jessica Cagley:
Okay, great. So this is the last piece on logic models. Logic models are tools we think are vital not just for good design and management, for also addressing a lot of the challenges we saw under the first phase of Feed the Future. It starts with the premise that good MEL has to start with a good theory of change.

So what is a logic model? A logic model is a visual representation of a theory of change detailing the expected causal pathways linking our activities to our ultimate objectives and goals.

A results framework is a simple side logic model, but here we're talking about a logic model that helps fill in all those gaps between the boxes and a results framework such as the Feed the Future results framework and making them specific to the context and activities of a particular project or program.

Logic models are used to design programs, projects, and activities; track whether results and assumptions are happening as expected; and adaptively manage based on data; and telling your story.

And why do we think that high-quality, detailed, and dynamic logic models are needed? So USAID requires logic models as a part of every project design, and I'm sure other agencies do as well.

However, sometimes these logic models are developed in a – can be developed in a general way. We know that this can be tough to dedicate the time and resources towards an exercise like this, and so sometimes they can be treated as a check-the-box exercise rather than a dynamic management tool for tracking results and adjusting as appropriate.

So we think that something a little bit more detailed and used as a dynamic tool can help clearly articulate the hypotheses and assumptions around what is expected to happen step-by-step; to identify appropriate data sources needed to manage programs and tell the story against that; and third, to set ourselves up to have the data needed to tell a plausible story, if it exists, connecting our USG activities to changes observed at that higher population or systems level.

So just recently we tried to do this retrospectively. We wanted to recreate the intended logic model associated with a program that showed really impressive results at the population level, but we didn't have that good story about how that linkage happened all the way up the causal pathway.

However, in spending a lot of time and resources looking back at this, we found that there was insufficient data at some of the key points in the logic model in order to make that claim, either from custom indicators or from custom disaggregates from those indicators.

So we don't want to repeat this mistake. In five years, we don't want to be faced with this problem again, and so we want to be taking a detailed logic model and all the data associated with it upfront.

At the end of five years, keeping that updated and collecting the information associated with it, we want to be able to hand that to an external evaluator in a way that makes it much easier for them to evaluate whether or not we can claim plausible contribution to positive change.

And last, we're not building widgets. We're working in complex, dynamic systems that involve markets, cultures, politics, and the environment. We can't just track a couple of outputs and know whether or not we're on the right track.

We need to carefully understand the dynamics of the changes we're trying to address, and then define and test our logic and assumptions about how we expect to contribute to our goal of reducing poverty, hunger, and malnutrition.

So here is an example, and just as a note, at the top of your screen there are four outward – there's a button with four outward areas if you want to go into full-screen mode and not see the chat but be able to read this a little bit better.

But these are a few branches of a results chain that covers a hypothetical Feed the Future market systems project that works with cash and staple crops and a few cross-market functions. So this doesn't include what we would expect, the branches of the results chain focused on more nutrition and resilience outcomes, but just as an illustrative illustration.

So from left to right we move from the interventions and how those lead to outcomes for our participants or the system, and then leading to the impacts across the population. So that's the direction that it goes.

And there's several aspects of the program. There's a component focused on building the capacity of export crop-processing firms to increase export revenue and help the government increase their spending on social safety nets.

This branch aims to decrease counterfeit inputs, and then this branch is more around market-delivered training to help farmers adopt new technologies, improve their quality and output, for example.

Ultimately the theory in this example is that through increased delivery of government social safety net programs, increased income for smallholders, and increased employment opportunities, this program expects to reduce poverty and hunger at the population level nationally and in the zone of influence.

So once you have the theory of change clear with the specific results you want to achieve, then you identify how you will know whether things are happening as expected.

As outlined in the key, there's basically two colors. The blue boxes are those that can be tracked through a standard indicator or a disaggregate of an indicator, and then the yellow ones are things that would need to be tracked using custom quantitative or qualitative information.

So if we go to the top row, all of that can be measured through standard indicators. However, if we go to this middle row, working on an e-verification program for seeds and fertilizers, trying to reduce counterfeit inputs and increase trust in the quality of the inputs, that's gonna take a lot more of a customized approach.

You may want to do systems mapping to show how relationships are changing between input wholesalers and retailers as well as custom indicators to measure potentially greater access to inputs.

Okay, and then also up at this higher level, it probably isn't a part of every country's theory of change to increase revenue from export crops so that the government spends more on social safety nets. So if that's a part of the theory of change, we can track that.

Okay, and just as a few little – this is just a real quick demonstration, but just a few notes. Not every result necessarily needs an indicator, so we don't want to give that impression. We need to think not just about the logical connections, but think about scale and space, especially when we're trying to show plausible contribution to changes that are pretty high-level.

We need to think about, well, how many? Where are these results happening? And then also need to be thinking about the time element. Every indicator has potentially a lag time, and so that needs to be considered when outlining targets.

Okay, so that is I think pretty much it. So to wrap it all up, here's the take-home messages if you don't take anything else away we want you to take away.

So number one, standard indicators are not enough. If you really want to properly manage activities, projects, and programs and set yourself up for telling a story of plausible contribution, we need to consider custom indicators, custom disaggregates, and qualitative methodologies to complement those standard indicators.

Number two, good MEL starts with a solid theory of change, ideally illustrated through a detailed, dynamic logic model.

And last, generating data without analyzing and using it is not a good use of resources. We do use all the data that gets reported to Washington, but if that's the only thing it's being used for, it's not a good use of time and money.

So we encourage everyone to take ownership of their own MEL plans and do what you can to build in the time and resources to identify questions, analyze the data, procure useful and innovative evaluations, and above all, take the time to learn and apply the evidence. We know this isn't easy. Everyone is very busy. But that's what we're pushing for.

So those are the lessons we're most trying to put into practice here in Washington and hope they're useful to you as well.

So with that, I think we'll open it up for questions.
Julie MacCartee:
Wonderful. Thank you so much, Jessica. And to all of you, those of you on the line, thank you very much for your questions. They've been excellent. So please keep them coming. We still have about ten minutes left for questions. Thank you for sharing your suggested resources as well.

If you would like to download the PowerPoint of today's slides, they are now available on the very left side of your screen under the file-share box. So please go ahead and download those. But they will also be available on the Agrilinks website along with the recording of this webinar.

All right. Let's see, we had a question come in from Omar, who said that: "The revised version of FTF," I think he means the FTF results or Feed the Future results framework, "didn't include any sub-intermediate results. Are there any reasons for that?"
Anne Swindale:
I can speak to that, Julie. We actually in earlier versions of the results framework did have a bunch of sub-intermediate results reflected, and it was quite a remarkable visual to try to make sense of. There are so many, and they are so crosscutting, sub-intermediate results that contribute to more than one of the intermediate results under more than one strategic objective.

Ultimately, that exercise of trying to identify sub-intermediate results resulted in – if you can pull it up again. I guess I can, too. But the slide that has the list of illustrative outcomes that Jessica showed earlier in the presentation basically outlines a whole series of possible sub-intermediate results that could be applicable in a range of different settings or countries or levels such as a PAD versus the results framework of an individual activity, et cetera.

But that is an illustration I think of the kinds of sub-intermediate results we were talking about as we developed the revised results framework. Okay?

Julie MacCartee:
Great. Thank you, Anne. I can see that a few more people are typing, so we will let them continue to enter some questions. And I'll move on back to the slide announcing the next-up item in our MEL Webinar Series. We hope that you will attend the Standard Indicator Overview webinar that is currently scheduled for May 15th.

All right, let's see. I haven't seen any new questions come in, but we do have about five or six minutes left. So if people want to continue to enter questions, you are welcome. Really, there's no question that's too simple.

We realize that the MEL system can be confusing to some, and so if there's something that you need clarification on, it's very likely that your colleagues do as well. So please do feel free to ask any questions in that regard.

Go ahead, Jessica.

Jessica Cagley:
I was just gonna say should we read Rebecca's question on the rule of thumb?

Julie MacCartee:
Sure. There was a bit of chat in the chat box about that, and perhaps we can call it out. Rebecca had asked, "Is there a rule of thumb of how much of a project budget should be dedicated to MEL?"
Anne Swindale:
So I provided an answer, and Jerome helped correct and further my answer. USAID used to have guidance that said ten percent of program funds towards monitoring and evaluation overall, three percent of funds towards evaluation.

We've dropped the recommendation or guidance on the ten percent overall, but we do still have the requirement of three percent of USAID program funds being spent on evaluation with a broader and more useful definition of evaluation in our ADS, Automated Directives System, for USAID.

I think, though, still as just a general thing to look at, the ten percent lens is good to see relative to the other costs of your program how much you're programming for M&E.

It can be difficult to budget because M&E, if done properly, is really an integral part of many people's jobs. And so it can be challenging to get a good estimate, especially of the M part, right, and the L part of how much people are actually spending in terms of time on it.

But Jessica's comment, if it's at 20 percent or more of your budget, that does raise a bit of a flag and definitely probably worth looking at. Thank you.
Julie MacCartee:
Great. Thank you, Anne. As you can see, a few more ending polls have popped up on your screen. So we have our same knowledge check from the beginning of the webinar, and it will be great for us to know whether that true-or-false question – whether the answers have changed from the beginning to the end of the webinar.

And we'd also love to know what your personal top takeaway from the webinar was, and feel free to let us know if you have any suggestions for future webinars, if there was something you really liked, or ways we could improve.

I know that there were some audio issues especially early in the webinar, and I've already learned some lessons about how we can fix those for next time. So thank you for alerting me to those.

Let's see, we have had a couple more questions come in. Ben Carr asked, "Is the annual FTFMS report the only method that USAID uses to gather indicator numbers from awardees?" I'm not sure if you might still be on mute.
Anne Swindale:
Okay, I'm off mute. Yes, FTFMS is, well, our central and main method by which the Bureau for Food Security gathers in data from our USAID implementing partners and from the interagency partners to report on Feed the Future results.

There are other reporting requirements. Different missions might have different systems like DevResults that they use at a country level into which implementing partners are also required to report. USAID missions also report into the FACTS Info database around our performance – agency performance reporting.

So it's not necessarily the only reporting system requirement that an implementing partner may have, but certainly Feed the Future implementing partners do – our primary method is through the FTFMS.

Julie MacCartee:
Great. Thank you, Anne. Marjada Alita says that they are from the Feed the Future Innovation Lab for Livestock Systems and asked whether there will be further guidance on selecting indicators and conducting evaluations in the context of research projects specifically.
Jessica Cagley:
This is Jessica. I don't think that we've talked specifically about issuing separate guidance for research. We do know that research poses a challenge because a lot of our standard indicators are really designed at the multitude of our projects that are designed to have impact much, much closer to the intended beneficiaries, whereas research is very different.

Certainly we did revise the research indicator in a way that we hope is more useful, but really, really some indicators are super important I think in research activities especially to outline what are the – what is the intention of this research? Is it really far up the pathway or is it really early on? Whereas the expectations for outcomes and outputs are gonna be really, really different.

So I don't think we anticipate issuing any research-specific guidance, but that's something we could consider and maybe speak with our research team about.

Anne Swindale:
I would add that the research team does work very closely with innovation labs and other research partners on reporting very specific to the research activity that gets into a lot more granular and useful information about what the activities are accomplishing, number one.

And number two, placing a much more intensive focus on trying to collect the information and evidence required to show progress of the research outputs through – so there's a pipeline to application by the targeted audience, especially that critical uptake link from the research that produces it to the public and/or private sector entities that need to take it and scale it. Thank you.
Julie MacCartee:
Great. Thank you very much. All right, we are at the top of the hour, and so I'm gonna go ahead and close the webinar. I'd like to extend a sincere thank-you to our presenters, Jessica, Anne, and Tatiana and Zachary for answering some questions in the chat box.

But most importantly, thank you to our participants. We hold these webinars for you, and we are really thrilled to have such a great number of participants who are engaged throughout this webinar.

So thank you very much for joining. We hope to see you at future MEL webinars, and we hope that you have a great rest of your day. So I'm gonna go ahead and close things up, and we will see you soon. Thank you.

Anne Swindale:
Bye, everybody.

Jessica Cagley:
Bye. Thank you.

Anne Swindale:
Bye.
[End of Audio]
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